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Abstract—This paper proposes a new behavioral model to treat
memory effects in nonlinear power amplifiers (PAs). Phenomena
such as asymmetries in lower and upper intermodulation terms,
and variation of AM/AM and AM/PM, depending on signal
history, are often observed in high-power PAs. To treat these
phenomena, this paper presents a model based on the previously
developed memory polynomial model. The contribution made in
this paper is to augment the memory polynomial model to include
a sparse delay tap structure that reduces the parameter space
required for accurate model identification. A figure-of-merit,
called the memory effect ratio, is defined to quantify the relative
level of distortion due to memory effects, as compared to the
memoryless portion. Another figure-of-merit is defined as the
memory effect modeling ratio, which quantifies the degree to
which the PA memory effects have been accounted for in the
model. This new technique is validated using a variety of RF
PAs, including an 880-MHz and a 2.1-GHz high-power laterally
diffused metal–oxide semiconductor PA and various signals such
as two-tone, eight-tone, and IS-95B signals.

Index Terms—Asymmetries, intermodulation, memory effect,
memory polynomial, nonlinearities, power amplifiers (PAs).

I. INTRODUCTION

AN ESSENTIAL first step in analyzing a power-amplifier
(PA) system and designing a linearizer for a PA is to model

the PA nonlinearity accurately. Behavioral modeling is often
used in PA nonlinearity modeling because it provides a com-
putationally efficient means by relating input and output signals
without resorting to a physical analysis of a device or system. To
obtain a behavioral model for a PA system, we measure the non-
linear behavior of a PA, and extract model parameters based on
a predefined model architecture. This model is used as a math-
ematical description of the PA nonlinearity in the analysis of
communication systems and in predistortion linearizer design.

There has been intensive research in memoryless nonlinear
behavioral modeling of PAs based on AM/AM and AM/PM
functions. These are static functions at a given temperature and
dc bias. However, memory effects in real PAs often arise due to
thermal effects and long time constants in dc-bias circuits. When
we measure intermodulation distortion (IMD) to characterize
the nonlinear behavior of a PA, asymmetries in lower and upper
sidebands [1]–[4] and IMD magnitude variation depending on
envelope frequency are often observed [3], [5]. This means that
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the AM/AM and AM/PM functions are not static, but change de-
pending on the history of past input levels. It is known that these
phenomena come from memory effects. Several studies have re-
cently been conducted to deal with the asymmetric effect in PA
nonlinearity [1]–[4]. In [1], Cripps explained the asymmetric
effects using an envelope domain phase shift that depends on
the amplitude distortion and its interaction with the AM/AM
and AM/PM functions. Carvalho and Pedro [2] explained the
reasons for IMD asymmetry by analyzing nonlinear circuit in
small- and large- signal regions. They attribute the reasons to the
terminating impedances at the baseband or difference frequen-
cies. Vuolevi et al. [3] divided the memory effects into electrical
and thermal memory effects, and attributed the reason for asym-
metric IMD to the thermal memory effects. They suggested that
the opposite phases of the thermal filter at the negative and posi-
tive envelope frequencies causes IMD power to add at one side-
band, while subtracting at the other. Williams et al. [4] mea-
sured voltages and currents for IF and RF signals in the time
domain and analyzed the asymmetric effects. Using an active
load–pull setup, they showed the envelope termination affects
asymmetrical effects. Several studies have also been conducted
to treat dynamic AM/AM and AM/PM depending on history of
past input levels [5]–[8]. Whatever reason may cause the asym-
metric effects and variation of AM/AM and AM/PM depending
on past input levels, a model to treat these phenomena is needed.
In addition, if memory effects are not considered in a predistor-
tion linearizer, there is limit to improvement in sideband reduc-
tion. To consider memory effects in a behavioral, two-box, or
three-box model, which is a cascade connection of memoryless
function and linear time invariant (LTI) filter(s), was suggested
[9], [10]. Muha et al. [10] showed that a two-box model improve
model fidelity for digitally modulated signal. However, Clark et
al. [11] explained the problems in these models to capture real
memory effects in a PA, and suggested a three-box model using
two-tone dynamic AM/AM and AM/PM. In [5], a behavioral
model that has a parallel Wiener structure was developed using
a two-tone dynamic signal by the author.

In this paper, to treat the memory effects, a memory polyno-
mial model with complex coefficients is used [12]. This model
is similar with the parallel Wiener model in [5], but the delay
tap filter is used instead of an infinite impulse response (IIR)
filter, as in [5]. This structure provides a more efficient way
to identify the parameters in the model with the linear matrix
equation form. In addition, using the measured data in the time
domain, the digitally modulated signal can be directly used to
quantify the memory effects. A memory effect ratio (MER)
is defined to quantify the amount of memory effects that may
be attributed to the memory effects, relative to those produced
by the memoryless portion. Additionally, a figure-of-merit,
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Fig. 1. PA model for a system with memory using a memory polynomial
model with unit delay taps.

which we call the memory effect modeling ratio (MEMR), is
defined to quantify the effectiveness of the proposed model
in accounting for all memory effects. Previously developed
memory polynomial models used unit delay taps that result in
a slow increase in the MEMR on a per-tap basis. We propose
an improved memory polynomial model that uses sparse
delay taps to improve the MEMR for the same number of
parameters. For validation of the proposed model, many cases
with various systems and various signals are investigated. First,
two-tone output signals with significant IMD asymmetries are
considered and modeled with the proposed model. Secondly, a
2.1-GHz 170-W peak envelope power (PEP) laterally diffused
metal–oxide semiconductor (LDMOS) PA is measured with
two-tone signals by sweeping input power and tone spacings,
and subsequently modeled. Third, an 880-MHz 170-W PEP
LDMOS PA is measured with eight-tone signals and modeled.
Fourth, a sparse model with a finite number of delays is consid-
ered and modeled with an IS-95B signal. Finally, an 880-MHz
170-W PEP LDMOS PA is measured with an IS-95B signal
and modeled. For each case, we extract MEMR values and
compare those to show improvement of the suggested model.

II. PA MODEL BASED ON MEMORY POLYNOMIAL

A real or complex polynomial cannot describe IMD mag-
nitude asymmetries, and represents only static AM/AM and
AM/PM functions. In this section, a memory polynomial is
considered to model the asymmetry and dynamic AM/AM and
AM/PM. The memory polynomial that consists of several delay
taps and nonlinear static functions is a truncation of the general
Volterra series. It considers only diagonal terms in Volterra
kernels, thus, the number of the parameters is significantly
reduced compared to general Volterra series [12], [13]. The
equivalent discrete baseband PA model considering memory
effects and bandpass nonlinearity can be represented with a
memory polynomial as follows:

(1)

where is the discrete input complex envelope signal and
is the discrete output complex envelope signal. This model

considers only odd-order nonlinear terms due to bandpass non-
linear characteristics and the terms up to are considered
in modeling. The input signal, which has a delay of up to
samples, is considered in this model. This model can be repre-
sented with a block model, as shown in Fig. 1. The structure of
this model is similar to a finite impulse response (FIR) filter, but

Fig. 2. PA model using a memory polynomial model with sparse delay taps.

the difference is that polynomials are used instead of the
linear gain taps of an FIR filter. The function can be rep-
resented with memoryless odd-order nonlinear functions such
as

(2)

It was shown that this memory polynomial can model the
memory effects in a PA [12], and the model can also be
applied to predistortion linearizer [13]. However, to model the
long-term memory effects, the model requires a large number
of coefficients, even though it is small compared to a Volterra
series, and shows a slow convergence of rms error between
measured output and predicted output by adding delay taps.
These problems can be improved by using sparse delay taps.
The memory polynomial function with sparse delay taps is
represented by

(3)
where is the sparse delay tap value when the number of the
branches is . The structure of a memory polynomial with
sparse delay taps is shown in Fig. 2.

In order to extract the coefficients of the memoryless polyno-
mial, and to get values of sparse delay taps, the memory poly-
nomial function is represented by a matrix equation. From the
measured input and output data in the time domain, we can de-
fine

(4)

and

(5)

where

...
...

. . .
...

(6)
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and

(7)

Let the complex coefficient be represented as follows:

(8)

where

(9)

Equation (3) with consecutive time-domain data points can
then be represented with a matrix equation such as

(10)

where is an vector, is an ma-
trix, and is an vector. To get the coefficients
that minimize rms error between the measured output and simu-
lated output for the consecutive measured time-domain data
points, the expected coefficient set can be acquired using
the following equation:

(11)
where denotes the pseudoinverse matrix of . The
expected output from the model is

(12)

The error between the measured and simulated data can be de-
fined as

(13)

In this case, the estimated rms error considering consecutive
time data points for the memory polynomial model with
branches can be acquired as

(14)
For a memoryless nonlinear application, is set to 0 and
is set to 0. For the memory polynomial model suggested in [12],
the delay function is . The block diagram to identify the
proposed model for nonlinear RF PAs using the algorithms de-
scribed in this section is shown in Fig. 3.

III. SYSTEM IDENTIFICATION AND QUANTIFYING

THE PERFORMANCE

For a memory polynomial with sparse delay taps, the optimal
sparse delay tap can be represented with

(15)

Fig. 3. Block diagram of the system identification procedure for the proposed
model.

Fig. 4. Modeling procedure for two-tone or multitone frequency-domain data.

(a)

(b)

Fig. 5. Comparison of two-tone IMD in the frequency domain. (a) Memoryless
model. (b) Model based on memory polynomial.
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(a)

(b)

Fig. 6. Measured two-tone IMD asymmetries between upper and lower terms
for a high-power LDMOS PA. (a) IMD3 asymmetries. (b) IMD5 asymmetries.

where

(16)

where denotes the complex conjugate. From (16), the
term is a function of the autocorrelation of , and

a crosscorrelation of and . Here, the elements of matrix
are functions of the delay set , and is also a

function of from (11). Finally, the term is a
function of . To extract an optimal set of is a difficult
job, and is out of scope of this paper. However, a simplified
identification method using sequential implementation that
is similar with the methods proposed in [14] and [15] can be
applied.

The first step is to determine , which minimizes ,
by sweeping the delay tap from 0 to a maximum value of

. Usually, the derived is 0 in PA nonlinear modeling,
which implies that the memoryless portion is the dominant non-
linearity in a PA. The next step is to determine the delay taps

( ). Assuming and sweeping delay from
0 to a maximum , we can derive a value, which mini-
mizes . Using a similar method, ( ) can
be extracted. To get the optimal set , all terms should
be recalculated. However, for simplicity, we may assume that

(a)

(b)

Fig. 7. Measured and simulated results for IMD3 and IMD5 asymmetries by
a sweeping input power level. (a) When tone spacing is 400 kHz. (b) When tone
spacing is 4.8 MHz.

( ) and derive , which min-
imizes . While this technique is not optimum in terms
of the parameter space, it is efficient in terms of computational
complexity.

After the model is extracted, the MER is defined as the ratio
of rms error that cannot be modeled with memoryless model to
the rms value of the output signal

(17)

A large value of the MER indicates that the device has a large
memory effect. In the MER, if a memoryless term is a trunca-
tion form of power series, includes not only the error terms
from memory effects, but also the residual error terms that trun-
cation of the memoryless model cannot capture. The improve-
ment of the suggested model can be checked by calculating the
MEMR of the predicted output when additional branches are
added to a memoryless model as follows:

(18)

This value is 0 when memory effects are not accounted for in
the device model, and is 1 when all of the memory effects are
captured in the model.
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TABLE I
EXTRACTED DELAYS AND PERFORMANCE (CASE 2)

IV. APPLICATION TO TWO-TONE AND MULTITONE SIGNALS

A two-tone input signal , which has magnitude
( ) and zero phase, and has tone spacings
( ) can be describes as

(19)

where is the carrier frequency and is the modulation fre-
quency ( ). The complex envelope is

(20)

For this input, an output signal can be described as

(21)
where the vector can be acquired from two-tone
spectrum measurements. Spectrum analyzer measurements give
only magnitude information. However, if we use an extended
setup as described in [16] and [17], the two-tone phase for each
term can be acquired. The output complex envelope in (21) can
be represented as follows:

(22)

To get a memory polynomial model for a dynamic two-tone test
signal, and in Section II are redefined for two-tone
dynamic signals such as

...

...

...

...

...

...

...

...

(23)

with (24) and (25), shown at the bottom of this page, and

(26)

where ( ),
, and is the sampling

period. is an vector and is an
matrix.

(24)

...
...

. . .
...

(25)
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Fig. 8. Multitone nonlinear output signal in the frequency domain.

Fig. 9. Measured input and output signal in the time domain for an 880-MHz
LDMOS PA with an eight-tone signal (Case 3).

Case 1: Two-Tone Output Signal With Significant Asymmetries

The output of a high-power amplifier (HPA) often shows a
significant amount of asymmetry between lower and upper IMD
when the PA is fed with a two-tone input signal that has sym-
metric lower and upper fundamental terms. To validate the pro-
posed model, a two-tone output signal with significant asymme-
tries is assumed, and the PA model is extracted based on these
data. To compare the simulation results and measured results in
the frequency domain, the simulation procedure is summarized
in Fig. 4. As shown in Fig. 5(a) and (b), third-order intermodu-
lation distortion (IMD3) and fifth-order intermodulation distor-
tion (IMD5) for upper terms are 10 and 15 dB, and IMD3 and
IMD5 for lower terms are 20 and 25 dB. In Fig. 5(a), the simu-
lation is executed using a memoryless model, and the results are
compared. The predicted IMD3 and IMD5 give only symmetric
results and the values are 14 and 19 dB. Thus, the maximum
error between measured and predicted IMD in the frequency do-
main is 6 dB. The simulation result based on the memory poly-
nomial is shown in Fig. 5(b). By adding one more branch to
the memoryless polynomial, an asymmetric IMD is predicted
exactly for both the unit delay structure and the sparse delay
structure. In this case, the MEMR of the memoryless model is
0, and the MEMR of the memory polynomial model is 1.

Case 2: Real PA System With Two-Tone Dynamic
Input Signal

For the experimental validation, a 2.1-GHz 170-W PEP
LDMOS PA manufactured by Danam Communications Inc.,

(a)

(b)

Fig. 10. Measured AM/AM and AM/PM response for an 880-MHz LDMOS
PA with an eight-tone signal applied (Case 3). (a) Input power versus output
power, (b) Input power versus phase difference.

San Jose, CA, was tested to investigate asymmetric IMD
phenomena. A two-tone signal that has the same magnitude and
phase is applied to the input, and the output lower and upper
terms are measured. Fig. 6 shows the measured asymmetry
results in IMD3 and IMD5 by sweeping two-tone spacings
from 10 kHz to 5 MHz and by sweeping input power from

17 to 12 dBm. The difference between lower and upper
fundamental terms is less than 0.2 dB so PA frequency response
is not an issue. Unlike the fundamental terms, the measured
IMD3 difference between upper and lower term ranges from

3 to 2 dB. The measured IMD5 difference between upper
and lower term ranges from 4 to 1 dB. The amount of the
asymmetry depends on the input signal power and tone spacing.
The measured response was modeled with the proposed model.
The measured and simulated results for IMD3 and IMD5
terms are plotted in Fig. 7(a) and (b). Fig. 7(a) is the result
when two-tone spacing is 400 kHz and Fig. 7(b) is the result
when two-tone spacing is 4.8 MHz. The extracted memory
polynomial with sparse delay taps predicts each lower and
upper term well in the wide range for two-tone spacings and
the maximum error for IMD3 terms is less than 1 dB, and a
simulation result is shown in Table I.
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TABLE II
EXTRACTED DELAYS AND PERFORMANCE (CASE 3)

The same method as described above for two-tone signals
can be applied to multitone signals. The -tone real bandpass
signal, which has the center frequency ( ) and the tone
spacing can be described as

(27)

By simple calculation, the complex envelope signal can be
acquired

(28)

where .
Considering nonlinear terms up to order, the output

signal is a multitone signal, which has
terms, as shown in Fig. 8. The output complex envelope signal
can be described as

(29)

Using the extracted complex envelope signals for input and
output of multitone signals, the memory polynomial model for
a measured multitone signal can also be extracted.

Case 3: Real PA System With Eight-Tone Input Signal

For the experimental validation, an 880-MHz 170-W PEP
LDMOS PA manufactured by Danam Communications Inc. was
tested to investigate dynamic AM/AM and AM/PM using an
eight-tone signal. The input signal is an eight-tone signal with
200-kHz tone spacings for each adjacent tone, and the magni-
tude and phase are the same for each tone. For this signal with
aligned phases, the eight-tone signal has a maximum crest factor
of approximately 9 dB. The output of the PA signal is down-con-
verted and in-channel (I) and quadrature (Q) channel signals are
measured in a vector signal analyzer (VSA). The measured I and
Q channel time-domain data are shown in Fig. 9. The AM/AM
response and AM/PM response show a hysteresis depending on
the history of past input signals, as shown in Fig. 10. The mea-
sured eight-tone data is modeled with a memoryless model and a

Fig. 11. Simulated input and output signal in the time domain for a simulated
sparse model with an IS-95B signal (Case 4).

model based on a memory polynomial, and the results are com-
pared in Table II.

V. APPLICATION TO DIGITALLY MODULATED SIGNALS

In this section, two more cases are studied for a digitally mod-
ulated signal to validate the proposed model. An IS-95B CDMA
signal is used to extract a model and compare the simulated re-
sult with a measured result. The sampling frequency to capture
the signal is MHz. For both cases, the memory poly-
nomial model with unit and with sparse delays in Section II are
applied to estimate the system parameter from input and output
data.

Case 4: Simulated Sparse System With IS-95B Input Signal

Here, we generate a PA model that is a sparse system that has
a transfer function with the form described in (3) with
and .

The parameters of the given system are as follows:

(30)

For this given system, an output signal is derived. The input and
output signals in the time domain are shown in Fig. 11. The
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TABLE III
EXTRACTED DELAYS, COEFFICIENTS, AND PERFORMANCE (CASE 4)

Fig. 12. Measured input and output signal in the time domain for an 880-MHz
LDMOS PA with an IS-95B signal (Case 5).

AM/AM and AM/PM show dispersion in the relationships be-
tween input and output signals because the output depends on
current and past input signals. By adding the delay branches up
to four, the system is estimated based on input and output data.
The extracted coefficients, delays, and MEMR values are shown
in Table III. The MEMR increases as increases, which means
the performance of modeling memory effects increases. If a
memory polynomial model with sparse delay taps is used, the
exact model can be derived, and the MEMR is 1 when . In
this case, the performance of a memory polynomial with sparse
delay is much better compared to that of a memory polynomial
with unit delay, which has an MEMR of 0.38.

Case 5: PA System With IS-95B Input Signal

For the experimental validation, IS-95B time-domain input
and output data are measured for the 880-MHz LDMOS HPA
system. The IS-95B baseband signal is generated and up-con-
verted to RF signal using an arbitrary signal generator. The
bandpass input is fed into an HPA. The output signal of the HPA
is down-converted, and its time domain I and Q channel data are

(a)

(b)

Fig. 13. AM/AM and AM/PM response for an 880-MHz LDMOS PA with an
IS-95B signal (Case 5). (a) Input power versus output power. (b) Input power
versus phase difference.

captured using an Agilent 89410 VSA. The measured I and Q
data are plotted in Fig. 12. The AM/AM and AM/PM character-
istics from the measured time data are plotted in Fig. 13. For this
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TABLE IV
EXTRACTED DELAYS AND PERFORMANCE (CASE 5)

measured signal, the parameters of the proposed model are ex-
tracted. The third-order nonlinearity is considered and the max-
imum memory depth considered in modeling is 200 samples,
which corresponds to 20 s. The first dominant delay tap, which
minimizes error, is zero. This implies that the memoryless por-
tion is dominant. The extracted consecutive sparse delay values
are shown in Table IV. To compare error reduction of the pro-
posed model, the MEMR values are calculated and compared in
Table IV. When is four, the memory polynomial model with
sparse delay taps gives 4% better performance compared to that
of the model with unit delay taps. We conclude that the small
amount of improvement compared to that of case 4 is due to
widely distributed range of delays in the physical PA.

VI. CONCLUSIONS

In this paper, we have shown that a PA behavioral model
based on the memory polynomial can improve the accuracy in
predicting output nonlinear signals by modeling memory ef-
fects. To obtain better performance in rms error reduction, an
extended structure based on sparse taps was developed and is
the primary contribution of this study. The proposed model can
be used to simulate such phenomena as asymmetric IMD, and
dynamic AM/AM and AM/PM that depend on the history of
past input power levels.

To validate the proposed modeling technique, many cases
are studied. In case 1, the asymmetric two-tone output was
modeled and compared with the measured output. Memoryless
models cannot model the asymmetric phenomena, but the
proposed model predicts IMD asymmetries accurately by
adding an additional branch to the memoryless polynomial.
In case 2, a two-tone output with asymmetries is measured by
sweeping input power and tone spacing for a 2.1-GHz LDMOS
PA. The predicted results show the maximum error for the
IMD3 term is within 1 dB in the measured range. In case 3, an
880-MHz LDMOS PA was measured with an eight-tone signal
and modeled with a proposed method. The simulation results
show that the MEMR is 4% better when a sparse structure was
used with . In case 4, a sparse structure model is assumed
and modeled. In this case, the performance improvement of the
memory polynomial with a sparse structure was significant. In
case 5, an 880-MHz LDMOS PA is measured with an IS-95B
signal and modeled with a proposed method. In this case, the
MEMR of a model based on sparse tap with is 4% better
compared to that of the unit delay structure.
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